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Fig. 1. Example of using GAZE&WALL, a novel interaction technique designed to enable precise object selection
in dense environments. Users initially focus their gaze on the desired object. To tackle occlusion, users can
indicate their desired depth by pointing with their dominant hand (DH) towards the ground. They finalize
the selection with a pinch gesture with the non-dominant hand (NDH).

Raypointing, the status-quo pointing technique for virtual reality, is challenging with many occluded and
overlapping objects. In this work, we investigate how eye-tracking input can assist the gestural raypointing in
the disambiguation of targets in densely populated scenes. We explore the concept of GAZE+PLANE, where
the intersection between the user’s gaze and a hand-controlled plane facilitates 3D position specification.
In particular, two techniques are investigated: GAZE&WALL, which employs an indirect plane positioned in
depth using a hand ray, and GAZE&RACKET, featuring a hand-held and rotatable plane. In the first experiment,
we reveal the speed-error trade-offs between GAzE+PLANE techniques. In a second study, we compared the
best techniques to newly designed gesture-only techniques, finding that GAZE&WALL is less error-prone and
significantly faster. Our research has relevance for spatial interaction, specifically on advanced techniques for
complex 3D tasks.
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1 Introduction

Interaction in crowded virtual environments can become overwhelming, especially in applications
like immersive analytics [15], biomedical visualization [43], molecular modelling [17], and 3D
design [17], where numerous virtual objects closely coexist, potentially causing occlusions and
overlaps. One of the major challenges herein lies in the specification of a position in all three
dimensions to select any interactive element within the visualisation.

The 3D interface standard, raypointing, struggles to handle densely populated environments.
Pointing via the bare hand, a hand-held controller, or by eye-gaze enables object selection within a
ray’s range and those it intersects, but it relies on extra user input to specify depth and circumvent
occlusions [2]. This challenge amplifies when dealing with interface systems without multi-purpose
controllers, instead based on freehand gestures [38]. Gestures are natural for 3D interaction but lack
precision and expressiveness compared to controllers equipped with a large input vocabulary and
physical delimiters. Yet, if barehanded communication represents the future of spatial computing
(e.g., Microsoft Hololens 2, Meta Quest 3, Apple Vision Pro), it demands explorations across the
spectrum of 3D manipulations — and in particular for hard occlusion tasks that have been reserved
to controllers so far. Then, visual analysts can navigate 3D visualizations in mobile contexts without
immediate controller access, facilitating seamless interaction with a single head-worn device.

Interaction techniques can be classified into separation of the task into lower-dimensional
transformations, and integral task mappings that merge multiple inputs to a multiple degrees-
of-freedom interaction [22]. Consider the RayCursor technique [4], which utilizes a controller’s
touchpad to establish the ray’s depth. Since the same hand manages both raypointing and depth
control, users tend to complete the task one after the other. Conversely, Conductor [52], for instance,
employs a dual-pointing approach, where a ray and a plane’s intersection define a 3D point. The
technique allocates the ray and plane control sub-tasks to both hands for parallel engagement. This
affords integral 3D specification, and can result in users being faster and more efficient to perform
selections in densely populated scenes. Despite the performance benefits, two-handed pointing can
raise complexity, as of the increased coordination needs and physical effort over time. Exploration
of alternatives that can lower the cognitive, temporal, and manual demands on such a complex
task is important to render 3D operations easier to use.

VR head-mounted devices with integrated eye-tracking are valuable for gestural interfaces, as
gaze input lowers the physical and temporal demands associated with gestures [44]. State-of-the-art
HMDs utilize multimodal eye and hand tracking using a Gaze + Pinch interaction model [31], which
simplifies hand engagement to a pinch gesture for confirming gaze selections. Here, we investigate
the incorporation of the gaze modality into the more complex 3D specification tasks, with the aim
to lower the effort and enhance efficiency. The dual-pointing approach can in principle be adopted
to gaze and single-handed rays, but it changes the nature of the interaction. Eye movements are fast
and effortless, often preceding the acquisition of the target before manually engaging in the task
[41]. Using gaze as the primary ray and one hand for plane control affords interactions on par with
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two-handed techniques — with the effort of one hand. However, as our eyes move fundamentally
different to our hands, the challenge lies in fine-tuning the nuances of the multimodal inputs.

In this paper, we investigate GAZE+PLANE-based techniques for 3D position specification in
VR. GAzE+PLANE denotes a principle where the natural gaze direction of the user is employed as
the primary ray, coupled with a hand-controlled plane, to specify a 3D point when employed in
concert. Building upon the Gaze+Plane principle, we have devised two specific techniques, each
characterized by a unique hand-controlled plane design:

e GAZE&WALL: The gaze ray intersects with a wall, in the form of a 2D surface that is always
perpendicular to the user. Its depth is manipulated by pointing with the hand at the ground
where the wall is to be located. This technique dedicates the plane fully to complement the gaze
ray with depth specification.

o GAZE&RACKET: Gaze intersects with a plane whose control is based on a racket metaphor. Inspired
by Conductor [52], the user holds a virtual plane in their hand, granting them the ability to
flexibly orient it and ’slice’ through the 3D scene. This technique affords the flexibility to adjust
the point of intersection by using any potential plane transformation possible by hand.

In Figure 1, we demonstrate an example of GAZE&WALL interaction for a virtual modelling
scenario. A user facing a 3D model with a variety of objects, and wants to select a specific object of
interest. They start by looking at the target, but it’s obscured by other objects. To resolve this, the
user engages their dominant hand to point at the ground, indicating the depth of the desired target.
This translates the Wall to the corresponding depth, and selects a single object. A pinch with the
non-dominant hand finalizes the selection.

As prior work focused on controller-based techniques, we designed the concept Ray +Plane
which combines Ray&WAaLL and RAY&RACKET as two gestural techniques to which we compare
the GAzZE+PLANE techniques. Here the dominant hand is assigned to point with the ray, and the
non-dominant hand controls the plane, as inspired by the Conductor concept [52]. By dual-pointing
with both hands, the user can specify a 3D point by intersecting the ray and plane. Selection
confirmation is performed by a pinch gesture of the non-dominant hand.

Across two user studies, we investigate the efficiency of the techniques for object selection in
densely populated virtual environments. The first study aimed to get a first understanding of the
various design parameters of the GAzZE+PLANE techniques, such as the visual design of the planes
(Racket vs Wall), and the order of how the eye and hand modalities can be employed by the user.
The order defines how our system provides visual feedback, which can affect the performance. In
gaze-first mode, the UI pre-selects and highlights nearby targets along the gaze. In plane-first mode,
targets on the plane are highlighted. From this study, we obtained multiple insights into our final
designs, improved the visual perception of the planes, selected a “gaze first, plane second” principle,
and addressed selection slip errors. Given this, we conducted our main experimental comparison of
two optimized gaze-based techniques to two hand-based interaction techniques. The study results
offer extensive insights into temporal, spatial, and task-load aspects. Notably, GAZE&WALL emerged
as the top-performing technique, delivering substantial time and error reductions compared to
all other methods. Additionally, both Wall-based techniques resulted in reduced physical motion
involving the head and both hands.

In summary, the contributions of this paper include the following points. First, the design and
implementation of GAZE&WALL and GAZE&RACKET, as two multimodal eye-hand techniques for
3D occlusion selection, for the benefit of eliminating an entire pointing sub-operation from the 3D
specification task by integrating eye-tracking. Second, a first experiment that revealed strengths
and limitations with respect to the order of eye/hand modalities, slipping errors, and plane design,
useful and used to design more advanced interaction techniques. Third, a second experiment that
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compares two optimised techniques from the first study to two newly developed gesture-only
interaction techniques adopted from the prior art; revealing GAZE&WALL is the currently best
performing technique for 3D specification in eye- and hand-tracked VR systems.

2 Related Work

Our work is at the intersection between the fields of occlusion-management techniques designed
for hand-controlled Uls, and gaze-based human-computer interaction.

2.1 Hand-controlled Occlusion Management

Occlusion, where objects are hidden from view, is a common occurrence in spatial object selection
tasks [2]. Navigating for a clear view is a workaround, but in other cases, it can be inconvenient
for frequent selections over a prolonged period of time. One can incorporate multiple viewports,
x-ray and cutaway views for a see-through effect [5], and transformations of objects and scenes
for easier reach [3, 13, 14]. Small improvements can be gained through ray position and direction
refinement via ray optimization, non-linear input mappings, and filtering methods [4, 16, 49].

A major class of occlusion management are interaction techniques that offer users explicit UI
commands to cover the input range of degrees of freedom (DOF) for 3D specification. These can be
framed relative to Jacob’s theory on integrality and separability of the task structure [22]. DOF
separation breaks down sub-tasks into sequential steps, allowing to precisely operate one dimension
at a time, while DOF integration enables simultaneous control across multiple degrees of freedom
for fast task completion. For instance, Depth Ray and Lock Ray allow for disambiguation when
multiple targets are within the initial ray, using a cursor on the ray manipulated, e.g., by moving
the controller forward or backwards in mid-air [18]. RayCursor extends the concept by employing
the touchpad of a controller to specify cursor depth [4]. Upon activating the selection trigger, the
object intersected by the ray and closest to the 3D cursor is selected. These examples indicate DOF
separation, as it is difficult to simultaneously employ one hand for both raypointing and cursor
dragging.

Only a little work exists on using hand gestures for occlusion management. While simple gestural
input is intuitive to perform, it does not afford the complexity of controller-based input that features
combinations of buttons and joystick movements, such as the selection techniques described in [51],
making it more challenging to design for occlusion management. Recent efforts by Delamare et al.
[12] proposed the MultiFingerBubble as a gestural 3D Bubble cursor. The technique enhances hand
pointing with a disambiguation mode where each finger is assigned to a target in the pointing area,
allowing for the fine selection of up to 5 targets. Shi et al. [38] investigated occlusion techniques
for freehand gestures, proposing extra modes for raypointing. HandDepthCursor uses a “back” and
“forward” gesture of the non-dominant hand. The second technique, HandConeGrid, moves all
candidates of a ray-based area selection of the non-dominant hand to a 2D grid when pinching
the dominant hand, allowing for easier access. In their evaluation, they showed their techniques
outperform the MultiFingerBubble with regard to user performance and effort. Our interaction
techniques are distinct, as we focus on a different class of techniques that do not separate the task
into several interaction steps using special gestures or different target views.

In contrast, techniques based on DOF integration are often realised through bimanual interfaces,
specifically helpful in compound selection/positioning tasks that afford strategies to use both
hands simultaneously [8]. For instance, the iSith technique [48] employs a dual-pointing approach,
with two hands controlling two rays, and the 3D point is determined by the shortest distance
between these rays. This computed 3D point is subsequently used for proximity testing against
the scene as an object-snapping mechanism to the nearest target. As well, Conductor [52] is an
intersection-based technique that expands the concept to Ray + Plane held in the hands, allowing
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for an easier way to specify depth. In their user study, the users were more efficient using this
technique in comparison to RayCursor, showing the benefits of the integral technique design. Lastly,
GazeRayCursor [10] extends RayCursor by using the intersection between controller and gaze ray
for selection, leading to superior performance than RayCursor. Our work shares the use of eyes and
hands to accomplish occlusion tasks, but is novel in the investigation of 1) gestures with distinct Ul
challenges, 2) two-handed techniques to balance the division of labour across hands, and 3) novel
Wall and Racket-based techniques.

2.2 Gaze-based Human-Computer Interaction

There are several advantages to engaging the eyes in VR — Tanriverdi and Jacob [42] for instance
list natural interaction, high interactivity, fast speed, and robust eye-tracking — and research in this
space is rapidly growing in recent time [36]. There are many new options to consider in the design
space for eye-tracking as input medium in VR and AR [20, 29], and recent developments have
spawned innovative ways that address the Midas-Touch problem [21] and provide new interface
systems, such as via smart coupling between eye and head inputs [41], expressive menu interfaces
[1, 33], information retrieval in AR [25, 34] and depth-based inference of objects [20, 39].

A related line of research is the study of interfaces that combine eye-tracking with hand-controlled
input in a multimodal way. This is of relevance as, for example, the Gaze + Pinch-based interaction
technique as introduced by Pfeuffer et al. [31] has been demonstrated to be more efficient than
gesture-only interactions in selection and menu tasks [26, 44] and is becoming widely available for
virtual reality consumers (e.g., Microsoft Holo Lens 2, Apple Vision Pro). The default model is focused
on raypointing-based gaze, inheriting the same limitations as manual raypointing for occluded
virtual scenes. Several related disambiguation methods have been investigated for eye-tracking.
For instance, Outline Pursuits [40] allows for disambiguating between raypointing-selected targets
by utilising distinct smooth pursuit eye movement patterns for each target. Vergence Selection [39]
analyses the correlation between eye and target depth motion to select targets precisely. Several
researchers have explored how eye-tracking can be used to interact with menus, which involves a
similar dual-task structure of pointing at the menu and then opening a menu item. There are many
ways based on DOF separation to merge eye and hand inputs, such as to switch from raypointer to
eye-based input to access individual menu elements [26, 34, 35]. Conversely, to use gaze pointing
to activate the menu and hand input for item control [23, 32, 37]. For instance Shi et al. [37] have
explored eye-hand techniques to accomplish the task of region selection in 3D, including two eye-
hand techniques based on Gaze+Pinch and Gaze-Hand Alignment where gaze points at the initial
point and a hand gesture defines a rectangle. Yu et al. [50] assessed object manipulation techniques
for interior design via controller and gaze. Contrary to our present study, the studies in the two
papers did not reveal the benefits of multimodal techniques over manual baselines, indicating that
the efficiency depends highly on the task at hand, necessitating a focused investigation for the
underexplored occlusion task.

3 Gaze + Plane Interaction Techniques

Our GazE+PLANE proposal represents a specialisation of the “Ray + Plane” intersection-based 3D
specification. The eyes take over the first sub-task of ray pointing. As the eyes naturally point to
targets of interest, this can eliminate a whole sub-task from the overall interaction. In this context,
we propose two plane metaphors to combine with the gaze ray: Wall and Racket. Both plane types
implement the 1€ Filter [9] for the hand position and hand direction to stabilize the underlying
hand tracking data, ensuring smoother and more reliable interactions (Wall: f, , = 0.01,5 =1,
Racket: f;, . = 0.01, f = 50). We also used a 1€ Filter (f;,,, = 0.5, = 50) to smooth the gaze
direction and prevent gaze jittering. The filter for gaze differs from the hand filter because the
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(a) GAZE&WALL
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Dominant  hand Target has to be Plane was moved Preselected target
controls plane for intersected by the forward intersected by plane and
fine-selection plane at first within GazeCone

(b) WALL&GAZE

Fig. 2. Shows both modalities with Wall Metaphor based on the Gaze+PLANE principle and outlines two
stages for each: gazing and closest to the plane (vice versa for WALL&GAzE). The Wall Metaphor enables the
user to explicitly define depth.

dynamics of the two modalities are different. The gaze filter was iteratively adjusted through pilot
experiments. . For both planes we decided to design them in gray with a transparency of 82.6%,
allowing users to see through it.

3.1 Gaze&Wall (Figure 2a, Figure 5a)

The first technique employs eye-gaze in unity with a Wall metaphor, where a virtual plane is
displayed within the 3D virtual scene. The primary purpose of the wall metaphor is to represent
depth in conjunction with raypointing. While raypointing is well-suited for specifying the X and
Y directions, it is limited in defining depth (Z). The Wall allows users to define depth explicitly,
creating a clear separation of concerns. The wall is straight, with its centre oriented towards the user.
The transparency serves as visual feedback, indicating which targets are in front of or behind the
wall. Interaction involves using the wall to set the depth level of selection and the ray to specify a
point within that depth. We have experimented with various methods to position the wall, including
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fine-selection closest to plane GazeCone plane

(a) GAZE&RACKET.
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Racket Control: Preselection: Racket Movement: Preselection Hover:
Dominant hand Target has to be Plane rotated to Target Target intersected
controls plane for intersected by the the left intersected by by plane and
fine-selection plane at first the plane within GazeCone

(b) RACKET& GAZE.

Fig. 3. Shows both modalities with Racket Metaphor based on the GAzE+PLANE principle and outlines two
stages for each: gazing and closest to the plane (vice versa for RAckeT&GAze). This Racket Metaphor is
inspired by Conductor[52] and provides a flexible way to intersect in dense 3D environments as the plane is
aligned to the hand.

using a ray to point at a desired location on the virtual scene’s ground floor. This approach provides
an intuitive experience similar to teleportation or other raypointing-based features, and the wall’s
large visual feedback is ambient, visible across almost the entire field of view. We have set the size
of the Wall to a width of 6 meters and a height of 3.6 meters, ensuring that it generously covers
the target space in our experiments. For ergonomic reasons, the ground-pointing ray originates
from the user’s wrist and points 45 degrees downward toward the middle finger and 15 degrees
toward the thumb. To reduce the hand jittering, we applied a 1€ Filter with f.,, = 0.01and f = 1to
both wrist position and direction. We applied a linear interpolation to the plane position between
consecutive frames by 5 * Time.deltaTime in corporate with the issue of varied angular motor size
with ray-cast pointing on the plane [28] and thus made Wall able to provide an accurate depth
support.
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3.2 Gaze&Racket (Figure 3a, Figure 5c)

We designed a Racket Metaphor for plane control to assist the gaze-based raypointing. Inspired by
the controller-based technique Conductor [52], this approach involves users moving and rotating
their dominant hand to control the orientation and direction of a handheld plane (referred to as the
"racket"). Unlike the Wall metaphor, the plane is not necessarily orthogonal to the user’s view, and
it is not primarily associated with depth. Instead, the racket provides a flexible way for users to
intersect the 3D space in unique ways to facilitate target selection, especially in highly populated
environments potentially enabling quick and precise target selection.. We also see an advantage in
the fact that lateral (X and Y) and depth (Z) movements are possible simultaneously making the
interaction feel more natural and intuitive for the user. We have set the size of the Racket to 10.15
x 8 meters, ensuring that it generously covers the target space in our experiments.

3.3 Design Considerations

3.3.1 One vs. Two-handed Interaction. One-handed interaction is the common standard, but two-
handed interfaces can come in handy for integral manipulation of higher-dimensional tasks [8, 21].

In a potential unimanual mode, both plane control and confirmation gestures are performed
with the same hand, offering the advantage of requiring only one hand for interaction. However,
simultaneous execution of pinch and pointing can impair accuracy due to the Heisenberg effect [6]
as there’s a slight shift in raypointing for the plane. Integrating eye gaze into two-handed tasks can
substantially reduce physical effort and render tasks one-handed[30]. In principle, it’s possible to
design a one-handed technique where the eyes specifies the ray, and the hand performs both plane
control and confirmation gestures. However, using both hands is preferred.

This approach aligns with the Conductor concept, but with a twist by allocating plane control to
the dominant hand and relying on pinch-based confirmation with the non-dominant hand. This
choice is rooted in the understanding that the dominant hand typically possesses superior motor
control precision [19].

3.3.2  Modality Order. For both Racket and Wall variations, there is a fundamental choice in the
temporal division of labour between the eyes and hands. Which modality should have priority in
defining the initial target candidates, and which modality is suited for the disambiguation phase?
This is important, as the UI highlights the candidates through visual feedback. The right visual
feedback can have a potential effect on performance that we aim to investigate. In this context, two
modes are possible:

e In a Plane-First Mode (Figure 2b, Figure 3b), the users move the plane for a coarse target preselec-
tion. Targets that are within 5 cm of the plane are preselected. The target on the plane closest to
the gaze ray is selected. When there is only one target on the plane, the target is selected without
the need for employing gaze. We indicate this modality order with the second word GAzE in the
name of the technique: WALL&GAZE and RACKET&GAZE.

o In a Gaze-First Mode (Figure 2a, Figure 3a), the users look at the target for a coarse preselection.
Due to the imprecise eye-tracking, eye gaze can not always pinpoint the target. Hence, all targets
within a 1.5-degree radius around the gaze ray are preselected. The target within the gaze cone
closest to the plane is selected. When there is only one target within the gaze cone, the target
is selected without the need for the plane. We indicate this modality order with the first word
GAZE in the name of the technique: GAZE&WALL and GAZE&RACKET.

3.3.3 Visual Feedback. Visual feedback is important to indicate which targets are within pre-
selection, and in the next stage to indicate which target will be finally selected among the pre-
selections. We experimented with different visual feedback mechanisms and found that highlighting

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. ISS, Article 534. Publication date: December 2024.



Gaze, Wall, and Racket: Combining Gaze and Hand-Controlled Plane for 3D Selection in Virtual Reality 534:9

Wall Control: Wall Movement:
Non-Dominant hand has two tasks: Non-Dominant hand moved plane
Pinch and plane control for fine- forward and performs a pinch

I l selection i . gesture to select the target
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Ray Control: Preselection: Hover: ~

Dominant  hand Selectable targets Preselected target Ray Control:

controls ray for intersected by by ray and closest HandRay is

pointing HandRay to the plane pointing

(a) RAY&WALL
Racket Control: Racket Movement:
Non-Dominant hand has Non-Dominant hand moved plane
two tasks: Pinch and plane to the right and performs a pinch
control for fine-selection gesture to select the target
.
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+ : | /
. . * +
Ray Control: Preselection: Hover: b
Dominant hand targets Pr target Ray Movement:
controls ray for intersected by by ray and closest Handray moved
pointing HandRay to the plane to the left

(b) RAY&RACKET

Fig. 4. Shows both modalities with (a) Wall and (b) Racket Metaphor based on the Ray + Plane principle. These
are the two hand-based techniques to the Gaze+PLANE techniques. Each is shown in two stages: pointing and
closest to plane selection.

all pre-selected candidates can be distracting. Feedback for all pre-selections in the plane-first mode
faced considerable visual noise due to the dynamic highlighting of objects intersected by the
hand-controlled plane. As a result, we opted not to use feedback. Instead, the natural physical
intersection of the plane to transparent objects can be used. In the gaze-first mode, there was no
natural physical intersection, requiring feedback. This was acceptable since there were only a few
pre-selected targets within the gaze cone, minimizing the impact on visual flickering. As a result,
with gaze-first all targets pre-selected within the gaze cone become slightly transparent and light
blue. For both plane-first and gaze-first orders, a blue outline around a target indicates that the
target is within the gaze cone, closest to the plane, and thus can be selected. Only one target can be
selected and have the blue outline at a time.
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(a) GAZE&WALL (b) WALL&GAzZE (c) GAZE&RACKET (d) RACKET&GAZE

Fig. 5. Overview of all four techniques used in study 1 from a user perspective. (a) GAZE&WALL: selects the
target within the GazeCone and closest to the plane. (b) WALL&GAZE: selects the target intersected by the
plane and closest to the gaze ray. (c) GAZE&RACKET: select the target within the GazeCone and closest to the
plane. (d) RAcKET&GAZE: selects the target intersected by the plane and closest to the gaze ray

4 User Study 1: Modality order and Plane Type

The first study investigates (RQ1) How do the two plane metaphors (Wall, Racket) affect the user’s
performance? to determine on which plane users are more accurate and faster and which is also less
physically demanding for depth movement. and (RQ2) How does modality order (gaze first, plane
first) affect the user’s performance? as it is intersting to find out with which modality order users
are more accurate and faster, and which order is more intuitive and natural for them. The study
used a within-participant design with two independent variables. We utilized a 4 X 2 design of
the variables TECHNIQUE and DENSITY. The order of conditions (combination of TECHNIQUE
and DENSITY) was counter-balanced using a balanced Latin square. We compare the following
interaction techniques: WALL&GAZE, GAZE&WALL, RACKET&GAZE, and GAZE&RACKET (Figure 5).
Density describes the object population within the cone area. We test each technique with the
following densities: Drow=75, Drign =150 targets.

We chose two item densities for more variety in the task and according to [52],[26], [4], [40],
[45]. The low density represents a task with little occlusion, and the high density was chosen to
experience greater target occlusion. The study design for study 1 was: 12 participants X 4 techniques
X 2 densities X 30 trials = 2880 data points in total.

We recruited 12 participants (4 female and 8 male), aged 22 — 37 (M = 27.00, SD = 4.55). 10
were right-handed, 2 were left-handed, 2 wore glasses, and 1 wore contact lenses. Participants
rated their knowledge on a scale of 1 to 5, with ratings indicating low to moderate experience
in XR/VR/AR (M = 3.00, SD = 1.41), 3D hand gestures (M = 2.17, SD = 1.19), and eye-hand
interaction (M = 2.08, SD = 0.90).

The techniques and study software were implemented using the OVR toolkit in Unity3D (Version
2020.3.43f1) on the Meta Quest Pro (106°x95.57° field of view, 1800x1920 pixels per eye), which
supports hand and eye tracking. The accuracy of the eye tracking on Meta Quest Pro is around
1.652° [45]. The study participants were standing in a large, quiet room during the study.

4.1 Task

We adopt an object-selection task in VR similar to closely related work [4, 52], where users are
tasked to select one target among many distractor targets. As all techniques are gaze-based, and
we aim to assess an occlusion task, we place targets within a cone that begins in front of the user
and stretches away from the user. Targets in the form of spheres were randomly placed within the
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cone shape with the apex at the user’s eye level. The cone had a length of 4 meters and a radius of
0.5 meters at a distance of 1 meter from the apex. Targets could only appear between 1 to 4 meters
away from the apex and had a minimum required distance of 13 cm between their center positions
to prevent overlapping targets. For each trial, a fixed amount of targets, depending on the density,
are pseudo-randomly spawned according to the described placement constraints within the cone.
A single target (diameter 8 cm) is randomly selected as the target of interest in opaque orange that
needs to be selected. Opaque light orange communicates that the target of interest is currently
within the gaze cone (only for the gaze-first techniques).

4.2 Procedure

Initially, participants were introduced to the study and asked to complete consent and demographic
forms. Furthermore, the functioning of each interaction technique was explained before each run.
Calibration of the eye tracker took place before the start of each new technique. Following this, a
1-minute training run with only 10 trials was conducted. This served the purpose of familiarizing
users with the technique and preventing any learning effects. Once all instructions were provided to
the participants, the study was started. At the end of each technique, a questionnaire was completed,
allowing participants a 2-3 minute break between the techniques. After testing all four techniques,
participants ranked them. The entire duration of the study was approximately 50 minutes.

We measured Task Completion Time (TCT), as the time taken to successfully complete a task
from when the target appeared until the trial was finished via pinch. Second, Error Rate (ER) is
the number of trials in which the correct target was not chosen or was not selected within 30
seconds, divided by the total number of trials per condition. Third, Hand Movement (HM), as the
cumulative difference in palm position between frames, can be used to determine how much the
user had to move their hand, which can correlate with physical fatigue [50]. We divide the total
length by the TCT to normalize different trial lengths. We used the NASA TLX questionnaire (Task
Load Index) [11] to measure the subjective task load experienced by the study participants on a
7-point scale, followed by open-ended questions on eye/hand fatigue. A ranking of techniques was
filled out at the end of the study. Additionally, we have offered users the chance to provide feedback
on the technique through a comment field. We categorized the open-ended questions and analyzed
them according to the frequency of responses. The questionnaire is divided into six sub-scales: (1)
Mental Demand, (2) Physical Demand, (3) Temporal Demand, (4) Performance, (5) Effort, and (6)
Frustration.

4.3 Results

We first removed all timeouts from the data, which refers to cases where no target was confirmed
within 30 seconds. These timeouts were due to temporary poor performance of the headset, making
it impossible for users to select the target, for example, when hand tracking didn’t work. In total,
we eliminated 25 timeouts, comprising 0.9% of the trials (8 for WALL&GAZE, 2 for GAZE&WALL, 12
for RACKET&GAZE, 3 for GAZE&RACKET). Secondly, for the analysis of task completion time, a total
of 70 outliers were excluded if a trial time exceeded the Mean + 3 x SD threshold. Concerning task
completion times, a total of 2.4% of trials were removed (13 for WALL&GAZE, 18 for GAZE&WALL,
21 for RACKET&GAZE, 18 for GAZE&RACKET). Subsequently, we have tested normality tests on
the quantitative variables and applied data transformations (ART [46] and Box-Cox [7]) when
dealing with factors that exhibited non-normal distributions. We conducted a repeated measures
ANOVA for the quantitative data (with Greenhouse-Geisser corrections if sphericity was violated),
followed by estimated marginal means post-hoc pairwise comparisons with Bonferroni corrections.
In the case of the non-normal distributed data of the questionnaires, we used a Friedman test with
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Fig. 6. Mean task completion time and error rate of study 1, including significant post-hoc tests. Error bars
denote 95% confidence intervals.

post-hoc Conover tests (Bonferroni corrected). In all the following figures, we denote statistical
significance with * for p < .05, ** for p < .01, *** for p < .001, and **** for p < .0001.

4.3.1 User Performance and Hand Movement (Figure 6, Figure 7). Regarding TCT (F;, = 30.61,
p<.0001, n% = 0.475), we find that users were significantly slower with WALL&GAZE (6.1s) than with
the other three techniques (p<.0001, GAZE&WALL: 2.9s, RACKET&GAZE: 3.3s, GAZE&RACKET: 2.7s). In
case of a TECHNIQUE x DENSITY interaction effect (F, = 4.07, p=.015, n% = 0.037), users were sig-
nificantly slower (p<.001) with WALL&GAZE for Diow (6.3s) than with all the other techniques (p<.001,
GAZE&WALL: 2.8s, RACKET&GAZE: 2.9s, GAZE&RACKET: 2.5s). We observe that WALL&GAZE is also
slower for Duign (5.9s) compared to the other techniques (p<.0001, GAZE&WALL: 3s, RACKET&GAZE:
3.7s, GAZE&RACKET: 2.9s) With regards to ER (F;; = 9.33, p<.001, n% = 0.280), ER was significantly
lower with WALL&GAZE (2.4%) compared to the other three techniques (GAZE&WALL: 7.4%, p=.007,
RACKET&GAZE: 7.4%, p=.004, GAZE&RACKET: 10%, p<.0001). As well, users exhibited significantly
higher error rates with the gaze-first mode techniques (p<.001). A main effect for density (F}, = 16.29,
p<.001, n% = 0.106) confirmed the expected higher ER for Duign (8.3%) compared to Drow (5.3%,
p=.002). Analysis of hand movement (F,;}, = 6.19, p=.009, p% = 0.156) showed significantly less
hand movement with GAZE&WALL (0.021) compared to two other techniques (RACKET&GAZE: 0.034,
p<.001, GAZE&RACKET: 0.033, p=0.043).

4.3.2  Usability Questionnaire (Figure 8, Figure 9). Both gaze-first mode techniques were most
preferred (GAZE&WALL: 50%, GAZE&RACKET: 50%). Regarding user ratings, we find significant
effects for physical demand (y2(3) = 8.22, p=.042, W = 0.228), effort (y*(3) = 12.27, p=.007,
W = 0.341), and hand fatigue (¥*(3) = 15.03, p=.002, W = 0.418). WALL&GAZE was perceived
as more physical demanding (Mdn = 5) than GAZE&RACKET (Mdn = 2.5, p=.009). Participants
felt they had to put in more effort with WALL&GAzE (Mdn = 5) to be successful compared to
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GaZE&WALL (Mdn = 3, p=.002) and RACKET&GAZE (Mdn = 3.5, p=.013). Participants also felt
more hand fatigue with WALL&GAZE (Mdn = 4.5) compared to GAZE&WALL (Mdn = 3, p=.002),
RACKET&GAZE (Mdn = 3.5, p=.025) and GAZE&RACKET (Mdn = 3, p=.015).

4.3.3 User Feedback. Users found that they could be more precise with WALL&GAZE when the
targets were close (P7: .. RACKET&GAZE sometimes made it harder to be precise than with the
WALL&GAZE, but it will most likely depend on where the objects are ..."). Otherwise, they perceived
the technique as strenuous because the target was easily overshot despite gentle hand movements
(P6: ’ Difficult as slight hand movements would shift the target to some other balls, leading to many
errors *). Physical and mental demand was reported, e.g., "There is too much strain on my wrists
required much more focus (P8). Three participants found the technique easier and more precise (I
found WALL&GAZE more accurate compared to the other techniques’) (P4, P5, P12 similar).

Five users noted limitations of RACKET&GAZE, especially in cases of high occlusion, where it
was challenging to select targets precisely (e.g., P5: > When occlusion was high, it was much harder
to differentiate them and the plane did not help much’).

Gaze&WALL was regarded positively (P2: ’..certainly more comfortable to use gaze..., P8: ’faster
and more intuitive’). Users found the use of the plane complementary to the eyes: "The plane on
that axis is nice because it makes up for the lack of depth in the eye-gaze detection.” (P1). However,
it was occasionally reported as imprecise (P1), especially when attempting the trial without even
using the plane, leading to more errors, particularly in high occlusion.

GAzZE&RACKET was a favourite among users, and seven users stated it is simple and straightfor-
ward, appreciating the additional freedom it offered from hand constraints (P3: It is faster, and
gives freedom for the hand’). However, users found it challenging when occlusion was high (P5: ..,
it was much harder to differentiate them’). This was partly due to the range of motion of the hand
plane, which, in cases of very high occlusion, led to excessive hand movements. Occasionally, users
became frustrated because hand rotation seemed somewhat arbitrary (P12: 'Rotating the hand plane
with my hand seemed a bit like a hit or miss’).

4.4 Discussion

The plane-first mode techniques were slower than the gaze-first mode techniques. This was likely
due to the need for the hand to be moved carefully and precisely to prevent excessive movement of
the plane and overshooting of targets. Although this modality priority allowed for more precise
selection, carrying it out over an extended period led to fatigue and mental strain. The error rate
was higher with GAZE&RACKET as gaze first users work very quickly and could accomplish tasks
without the plane. Longer time to focus gaze also lessened overshooting. Also gaze-first mode
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Fig. 9. Median NASA TLX scores and eye/hand fatigue scores per TECHNIQUE in study 1, including significant
post-hoc tests.

led to errors. The hand performed the pinch gesture while the eyes were already looking for
the next target. Regarding the Racket Metaphor, users showed greater flexibility but carried the
risk of reduced precision and required more extensive hand and body movement, primarily in
depth. Specifying only depth using the Wall made the technique, especially in gaze-first mode, less
physically demanding. This and general 3D visualisation difficulties amplified issues with depth
perception. Other insights included that despite training, many users often did not perform a full
pinch gesture or their hands left the tracking area, increasing errors, and the Heisenberg problem
where jittery hand pointing and pinch led to intersecting with a wrong target.

Overall, the results highlight a trade-off between speed and error across the techniques, with a
clear trend towards gaze-first mode techniques. This means that considering the temporal aspect, it
becomes evident that both gaze-based techniques enable faster selection, even significantly faster
than with WALL&GAZE. Furthermore, GAZE&WALL and GAZE&RACKET were dominantly preferred
by users because they found them to be more comfortable, faster, and more intuitive due to the use
of gaze control. This is the rationale behind our decision to advance with these techniques to the
next study.

5 User Study 2: Comparative study

Based on the insights gained from the first study, we refined the gaze-first mode techniques for
a second study. The second study investigates two questions: (RQ1) How does the Wall Metaphor
visual feedback fare compare to Racket Metaphor visual feedback? To determine how the visual
feedback of each metaphor contributes to a more precise selection. and (RQ2) How do GAzZE& WALL
and GAZE&RACKET compare to RAY&RACKET and Ray& WALL regarding user performance? Since
it’s interesting to determine whether users select faster and more accurately with techniques,
in combination with gaze, compared to just using hands.. Our goal was to comprehend gaze-
based techniques, focusing on speed trade-offs and efficiency, particularly in densely populated
environments. The tracking accuracy of controllers is technically vastly superior to the current state
of camera hand tracking. Nevertheless, we think controller-less interaction techniques offer strong
benefits that makes them worth investigating (see Section 1). As such, we aimed to assess how
gaze-based techniques distinguish themselves in comparison to the controller-based techniques
from the literature, which we adapted into gesture-based techniques for a more accurate, fair, and
meaningful comparison. This means we expand on the previous study in two ways: (1) Baselines,
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we design gesture-only based techniques as baselines (Figure 4a). (2) We focus on the most efficient
modality sequence from study 1. As these techniques require a combination of gaze and hand
modalities, we tested two different modality sequences within the concept of Gaze+Plane. To
ensure consistency in modality sequences, we adapted the "gaze first, plane second" principle for
gesture-based techniques to "ray first, plane second". For gesture-based techniques, this order is
not relevant as they are uni-modal.

We employed a 4 X 2 design of the variables TECHNIQUE and DENSITY. The order of conditions
(combination of TECHNIQUE and DENSITY) was counter-balanced using a balanced Latin square.
We compare the following interaction techniques: GAZE&WALL, GAZE&RACKET, RAY&WALL, and
RAY&RACKET (Figure 10). Each technique is tested with the following densities: Drow=100, Dsrigr =200
(Figure 11). The low density was chosen as targets do not overlap, and the highest was chosen to
create greater target occlusion. The study design for study 2 was: 12 participants X 4 techniques X 2
densities X 30 trials = 2880 data points in total.

We recruited another 12 participants (3 female, 8 male, and 1 non-binary) via email and word
of mouth from and outside the local university and community. On a scale between 1 and 5,
participants rated their knowledge of XR/VR/AR as little to moderate (M = 3,SD = 1.21), 3D hand
gestures (M = 2.75,SD = 1.42), and eye-hand interaction (M = 2.33,SD = 1.50). The ages of the
participants ranged from 22 to 39 (M = 26.50, SD = 4.50). 10 were right-handed and 2 left-handed,
2 wore glasses and 1 wore contact lenses.

5.1 Changes from Study 1

We use the same apparatus as Study 1. Following the results, observations, error rates, and user
feedback from Study 1, we aim to optimize and adjust the following changes to further improve
the techniques.

e Error Reduction: we introduce a target-locking mechanism to reduce slipping errors. If the
pinch strength as reported by the hand tracking module is above 0.3, we lock the currently
gaze-preselected targets. Above 0.4, we lock the current hovered target and above 0.5 also the
plane. This better captures a participant’s intent to confirm a target and prevents errors when
either the gaze or plane slips off the correct target.

e Visual Perception: We improved the plane design to better perceive its relative depth to the user
by adding a grid pattern to the plane. This also helps to identify the orientation of the racket,
especially when the edges are outside of the user’s field of view. We also made the plane a bit
darker, making it clearer what targets are behind the plane and what targets are cut by the plane.
We changed its width to 4 m and its height to 3.5 m to better visualize its position in the virtual
room. Finally, we modified room lighting, making shadows appear directly under the target cloud
on the floor. We think this may additionally improve depth perception.

e Visual Feedback: We disabled target hover when it is behind the active plane in the direction
of a user’s head for finer selection using the plane as a depth filter. We also reduced the hover
dwell time to 200 milliseconds for more responsive target selection. We changed the color of the
target outline from blue to white to see targets clearer in the more dense task of study 2. We
disabled the pre-selection feedback for gaze-based techniques to reduce visual clutter. For the
gesture-based techniques, opaque light orange indicates that the target of interest is cut by the
ray.

o In the first study, there was a relatively high error rate across techniques, indicating the task
complexity. To alleviate this issue, the second study has users sitting, which allows them to
rest their arms, reduces fatigue and hand tremors, and renders hand tracking more robust. This

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. ISS, Article 534. Publication date: December 2024.



534:16 Wagpner et al.

’\‘

(a) GAZE&WALL (improved) (b) RAY&WALL (c) GAzE&RACKET
proved)

Fig. 10. Screenshots of the techniques in use for study 2 from a user’s perspective. GAZE&WALL (a) via gaze
cone, and RAY&WALL (b) via hand-ray, select the target candidates, and disambiguation happens via proximity
to the plane. GAZE&RACKET (c) and RAY&RACKET (d) use rays equally, but with the racket metaphor.

allows for the reduction of potential bias from errors and gives a clearer picture of the relative
differences between the technique designs.

5.2 Baseline: Gestural Ray + Plane Interaction Techniques

For evaluation of the GAZE+PLANE techniques, we designed two hand-based techniques. The natural
baseline would be a gesture-only technique instead of a controller, given the scope of the paper on
gestural interfaces. As there is no gesture baseline from prior work, we adopted two concepts. First,
we opted for the ray-and-pinch technique, where users point via hand-ray and pinch to confirm,
as widely adopted in the current status quo of HMDs (Meta Quest, Hololens 2) for hand-based
interactions in hand-tracking Uls. Other gestures like thumb-bend may be potentially interesting,
but they haven’t been extensively tested and aren’t used in current HMDs. E.g., thumb-bending may
still be subject to the Heisenberg effect despite their unfamiliarity, as when you move your thumb,
the hand can be affected, but is of interest in future iterations. Second, we adopt the best-performed
controller technique, the Semi-Automatic (SA) Conductor [52] for 3D specification.

The main idea is that both techniques have a plane controlled by the non-dominant hand,
intersected with a ray controlled by the dominant hand. This is similar to the gaze-based techniques,
but replacing the gaze-ray with the hand-ray. Second, confirmation is performed by a pinch gesture
of the non-dominant hand, for two reasons.

It’s beneficial to have the DH assigned only to ray pointing and not pinch, as this task involves
high precision and typically comes after the NDH sets the frame of reference (Z) for the DH.
Following that, the NDH performs primarily a 1DOF depth specification task (Z), whereas the DH
performs a 2DOF pointing task. Moving pinch to the NDH balances workload across hands. Visual
feedback for the gesture-based techniques is similar to the gaze-based techniques. Targets cut by
the ray are slightly transparent and light blue. A blue outline indicates that the target cut by the
ray is closest to the plane and thus can be selected by pinching.

5.2.1 Rav&WaLL (Figure 4a, Figure 10b). RAY&WALL is an interaction technique that utilises the
user’s non-dominant hand to determine depth in 3D space with a horizontal plane. The user’s
non-dominant hand is used for controlling depth (Z) by moving the wall, equal to GAZE&WALL.
The wall is manipulated by a hand-ray, that originates from the user’s wrist and points 45 degrees
downward toward the middle finger and 15 degrees toward the thumb (like GAZE&WALL).
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(a) Low density Drow = 100 (b) High density Duign = 200

Fig. 11. Target densities used in study 2. The higher density leads to more occlusion.

The user’s dominant hand is used to determine the direction with a ray and thus defines the
X and Y coordinates (see Figure 4b). Its direction is controlled by simply pointing outwards with
the hand, based on a standard absolute virtual pointer metaphor , that originates from the user’s
wrist and points 20 degrees downward toward the middle finger. We smooth both rays for pointing
and manipulating with a 1€ Filter. Like Zhang et al. [52], we apply the parameters f. . = 0.1 and
B = 50.

5.2.2  Rav&RAckeT (Figure 4b, Figure 10d). While SA Conductor was built with controllers, we
implemented our hand-based techniques with hand tracking and selections were confirmed with a
pinch gesture at the non-dominant hand for comparing with GAZE&RACKET. The techniques select
targets independently from the ray-plane intersection point and targets can be selected with only
the hand ray on the dominant hand. When multiple targets appear on the ray, the plane on the
non-dominant hand acts as a depth indicator and the closest target to the plane is selected. However,
it is only possible to select targets that are either sliced by the plane including a tolerance margin
of 1 cm or that are before the plane, towards the user’s head. For comparing with GAZE&RACKET
and GAZE&WALL, we implemented RAY&RACKET and Ray&WAaLL with Racket and Wall as the plane
on the non-dominant hand, respectively.

5.3 Task and Procedure

For the occlusion tasks, we tested two different target densities (Figure 11). The low density Drow
contained 100 targets, while the high density Dsuign included 200 targets. The high target density
was aimed at inducing occlusion effects. Each density included 30 trials. Targets of interest were
specifically located in the rear half of the sphere. The participants were instructed to select the
target object, which was partly heavily obscured due to the object density, as quickly and accurately
as possible. All targets were pseudo-randomly placed within a 2-meter diameter sphere. The sphere
center had a distance of 3 meters from the user.

5.4 Results

We use the same methods to analyse the data as in Study , including checking assumptions for
statistical tests and corrections.. We eliminated 5 timeouts, comprising 0.2% of the trials (1 for
RAY&WALL, 2 for GAZE&RACKET, 2 for RAY&RACKET). For the analysis of TCT, 62 outliers were
excluded if a trial time exceeded the Mean+3xSD threshold. Concerning TCT, a total of 2.2% of trials
were removed (13 for GAZE&WALL, 16 for RAY&WALL, 17 for GAZE&RACKET, 16 for RAY&RACKET).
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Fig. 12. Study 2: Mean task completion time and error rate with significant post-hoc tests. Error bars denote
95% confidence intervals.

5.4.1 User Performance (Figure 12). Regarding TCT, we found a significant main effect of the factor
TECHNIQUE (F%, = 17.63, p<.0001, n% = 0.391) and DENSITY (F, = 8.35, p=.015, 3 = 0.079).
Users were significantly faster with GAZE&WALL (2.7s) than the other three techniques (Ray&WALL:
4.0s, p<.0001, GAZE&RACKET: 3.5s, p=.004, RAY&RACKET: 4.4s, p<.0001) and GAZE&RACKET (3.5s) is
faster compared to RAY&RACKET (4.4s, p=.026). The users were also significantly faster with Drow
(3.4s) compared to Dauign (3.9s, p=.015). In case of errors (F}, = 11.17, p=.007, n% = 0.065), users
made significantly fewer errors with Drow (7.5%) compared to Daign (10.9%, p=.007).

5.4.2 Head and Hand Movement (Figure 13). Regarding head movement (F7’ = 7.29, p=.004,
n% = 0.201), participants moved their head more with GAZE&RACKET (0.010) compared to two other
techniques (GAZE&WALL: 0.006, p<.001, RAY&WALL: 0.007, p=.008) and more with RAY&RACKET
(0.008) compared to GAZE&WALL (0.006, p=.010). With regards to hand movement (F, = 9.63, p<.001,
n% = 0.331), Participants used their dominant hand more with GAZE&RACKET (0.036) compared to
all other techniques (p<.0001, GAZE&WALL: 0.015, RAY&WALL: 0.020, RAY&RACKET: 0.018). Lastly,
for non-dominant hand motion (F;, = 6.97, p<.001, nZ = 0.224) participants moved more with
GAZE&RACKET (0.039) compared to Ray&RACKET (0.023, p=.021) and more with RAy&RACKET (0.023)
compared to two other techniques (p<.001, GAZE&WALL: 0.017, RAY&WALL: 0.015).

5.4.3  Usability Questionnaire (Figure 13d). GAZE&RACKET was most preferred (66.6%) together with
GAZE&WALL (16.6%) and RAY&RACKET (16.6%). Regarding the usability questions, no significant
difference was found except for eye fatigue (y?(3) = 17.39, p<.001, W = 0.483) and hand fatigue
(x*(3) = 9.73, p=.021, W = 0.270). RAY&RACKET was perceived as less fatiguing for the eyes
(Mdn = 2) compared to GAZE&RACKET (Mdn = 3, p=.042). RAY&WALL was perceived as more
fatiguing for the hands (Mdn = 5) compared to GAZE&WALL (Mdn = 4, p=.038).

5.4.4  User Feedback. GAZE&RACKET was favoured by eight users and overall positively received.
E.g., P2 states It felt least straining to use while also doing what I wanted to to most of the time..
Users noted that compared to the gesture-based variant, hand fatigue decreased, while eye fatigue
remained minimal (P4: ‘Both gaze methods were much better in terms of hand fatigue, with barely
any eye fatigue’). The freedom of hand movement was perceived as intuitive and natural, e.g. P9
says: I did not have to move my hands so much with the gaze. I prefer GAZE&RACKET because I could
rotate the plane to filter the balls that match the specific swarm of balls in that situation.’). But users
also reported that the freedom of movement led to more errors and increased hand effort, which
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ultimately became frustrating (P1: ’..because using my gaze for choosing targets was jumpy and felt
fast-fast-paced, and I felt like I made more frustrating errors because I could move the plane in so
many ways.’).

For two people GAZE&WALL was favoured because it was more intuitive, simpler, and less tiring
when using gaze, including reduced hand fatigue (P12: "The GAZE&WALL was easier to control.
Pointing with the eyes demanded less effort,..’). Although some users found the orthogonal plane and
its associated "restricted" movement on the z-axis easy to control (P1: ’..the movement of the plane
was one-dimensional, and not as confusing’), many users noted that the plane was more sensitive to
hand movements. They had to concentrate on not moving their hand abruptly, as otherwise, they
couldn’t achieve the necessary precision. This subsequently led to frustration and fatigue (P7: "The
GAZE&WALL was more sensitive to my hand movements, ..., was frustrating and fatiguing’).

Two users rated RaY&RACKET as popular because they had better control with the "Ray" compared
to the gaze-based techniques, resulting in more successful outcomes (P1: ... was the easiest, I felt
more in control when using my hand for choosing the target instead of my gaze(felt jumpy)’). Even
though they were more precise with the "Ray" in their dominant hand, users found the gesture-
based technique somewhat peculiar because they had to control the plane with the same hand they
used for the pinch gesture to confirm actions (P3: ‘using hands seems to select from such a distance
feels weird’). Some were frustrated that the pinch gesture didn’t work when they had to rotate their
hand to reach the target. Beyond a certain rotation, the hand tracking could no longer recognize
the pinch gesture as intended (P9: .. was a bit annoying because rotating the plane with my left hand
also affected the pinching (the camera could not see my fingers’). Furthermore, performing the pinch
gesture always involved some hand movement, which contributed to unintentional movements
of the plane. As P12 pointed out, controlling the plane in the non-dominant hand was physically
demanding, and performing the pinch gesture simultaneously was difficult to control (P12: "Pinching
and RAY&RACKET was very hard to control, it moved the plane too much when I was pinching’).

Eight users rated Ray&WALL as the least favourite, and there were several reasons for this.
Firstly, users found it challenging and awkward to select objects from a certain distance using both
hands. It was also considered complicated because the non-dominant hand was responsible for
both controlling the plane and confirming actions with the pinch gesture (P7: ’..left hand has two
functions, which was sometimes confusing and/or difficult to perform’). Furthermore, it was difficult
to position the plane smoothly in depth as each pinch gesture triggered hand movement (P10:
’Plane mapping to the floor was harder to get a feel for and kept demanding my attention...”). Over
extended periods, this technique proved physically demanding and very tiring for users (P4: ’..was
physically demanding’).

5.5 Discussion

The result of the study showed that gaze-based techniques, especially GAZE&WALL, perform faster
and more efficiently than raycasting techniques. We assume that the following primary factors
contribute to this outcome. Firstly, we replaced the demanding pointing task of the dominant
hand with the faster gaze input. Secondly, we delegated control of the plane to the dominant hand
for a more precise manipulation of the plane. In the case of bare-hand techniques, users had to
focus on coordinating both hands, with the non-dominant hand assigned two tasks. However,
the Heisenberg issue made with dual pointing and pinching it particularly challenging for the
non-dominant hand. In both RAY&RACKET and RAY&WALL, this rotation often resulted in the hand
moving out of the tracking area or the system misinterpreting the user’s pinch gesture, introducing
unintended selections and increasing user demand and frustration.

Gaze&WaALL offers, among other things, the advantage of allowing the depth plane to be solely
controlled and determined by the hand, while gaze is responsible only for rapid selection on the x-
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and y-axis. Of course, further research is needed to, for example, reduce error rates, as GAZE&WALL
was not less error-prone than the other techniques in Study 2.

6 Overall Discussion

Across two studies, we have focused on understanding the GAzZE+PLANE interaction and optimizing
their capability of 3D specification, specifically examining the gaze modality as a substitute to
manual raypointing. Additionally, we have compared gaze-based and bare-hand techniques, evalu-
ating their potential advantages, particularly in speed trade-offs in dense environments. Our first
experiment assessed input parameters and fine-tuning possibilities for the Gaze + Plane techniques.
The techniques that used a plane-first mode were slower in comparison to the gaze-first mode
techniques, showing that a gaze-then-hand sequence is more efficient, while the careful and precise
hand movements to avoid excessive plane movement led to increased fatigue and mental strain.
The second study was our main experiment — comparing multimodal to unimodal techniques —
with the result that gaze-based techniques, especially GAZE&WALL, outperformed manual tech-
niques. This finding suggests that gaze-based methods have the potential to provide faster and
more efficient interactions, showcasing their advantages in scenarios where speed and accuracy are
crucial. The results from both studies contribute to our understanding of strengths and limitations
of different gaze-based interaction techniques and offer insights into their potential applications
and improvements.

In particular, across both our studies, we find that there is a discrepancy between user performance
and preferences. In the first study, users noted that gaze-precedence was considered faster and
more intuitive, which we speculate that it led to the higher rankings. In the second study, we find
that Gaze&Racket was preferred although the performance of Gaze&Wall was better. Here we
think it is related to users liking the free racket movement with their hand, finding it intuitive and
natural, even though Gaze&Wall had faster task completion times. This shows that users preferred
natural use, however in situations where performance is favoured, we speculate that Gaze&Wall is
more suitable.

An essential consideration in the evaluation of these techniques is that not all tasks involve
occluded targets. It is crucial to emphasize that interaction techniques must accommodate both
occluded and non-occluded scenarios. In cases where occlusion is not a factor, hand-based input,
such as hand ray, may offer advantages, particularly for precise selection of small targets. This
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versatility ensures that users can efficiently interact in various contexts in VR. The GAZE+PLANE
approach bears a strong resemblance to Gaze + Pinch interaction [31], especially if the target
is not occluded. One can consider it as ‘GAZE+PLANE ~ Gaze + Pinch + Plane’, where the plane
is an optional component to use on-demand that complements the default Ul For example, in a
computer-aided design application as envisioned in Figure 1, the user can instance a supplementary
plane to the available hand to accomplish 3D specification.

While our techniques have an effective division of labour across the eyes and the hand, they are
not one-handed as we aimed to minimise error rate by avoidance of the Heisenberg problem [47].
As we set out with the premise that gaze can substitute a hand’s pointing action, it is theoretically
possible to achieve unimanual techniques. For example, with controllers, the Heisenberg problem
does not really exist, and coupling with eye-tracking allows in principle, one-handed operation.
Eye-hand UI systems can support one-handed control of conflicting tasks such as navigation and
interface translation [33], and exploring how the eyes and hands map to various degree-of-freedom
tasks and reference frames can give further insight into this matter. Other venues to investigate may
include the development of advanced algorithms for target selection, more robust hand-tracking
technology, or alternative pointing confirmation methods that come with their own pro and cons
[24, 27].

While our study offers valuable insights into 3D interaction techniques, it is essential to ac-
knowledge several limitations for the interpretation of our findings. First, we did not specifically
address the interaction with small targets, a factor known to influence the efficiency of gaze-based
interactions. Second, we note that our occlusion tasks did not consistently generate fully occluded
targets, which introduces variability in the data. Third, our work demonstrates one instance of
the wall or racket concept, other design parameters are left for future work. For example, the wall
size can involve trade-offs in visibility and reachability of targets, and with Racket, alternative
designs could ease the interaction with a wider range of angles. Fourth, we developed gestural
techniques adopted from the prior art in controllers with a specific division of labour across hands.
We assigned pinch confirmation of the task to the non-dominant hand. Other handedness and input
mappings are still to be tested, and could affect the outcome of the user study. Applying pinch
confirmation to the dominant hand could boost performance as the dominant hand offers more
precision, but can also be detrimental as the hand may be overloaded with high degrees-of-freedom
tasks (pointing+confirmation). Fifth, our second study had sitting participants for more convenient
task repetitions and to lower error rates without affecting relative differences among the techniques,
but future studies are required to fully understand potential bias.

Sixth, we may not be able to make direct comparisons with studies using a 21-point scale by
utilizing a seven-point scale for each element. However, it still provides a reliable basis for internal
comparison between the conditions. Seventh, it would have been interesting to conduct a power
analysis to determine if this was the appropriate sample size for their study or to acknowledge
and discuss the small sample as a limitation of their results. Eighth, although we believe that
every participant faced the same challenge in completing the random task, we found during our
investigation that it might have been better to employ a fixed distribution of tasks in random order.
This approach would have allowed each participant the opportunity to perform each distribution
once. Lastly, this paper’s scope precluded controller-based techniques (e.g., [4, 10, 52]), for an
in-depth exploration of the gestural UL Future research can expand the scope for a comprehensive
perspective, especially considering the input vocabulary and physical delimiters unique with
controllers. Despite these limitations, our study represents an essential step towards advancing the
field of 3D disambiguation techniques and provides a foundation for future research endeavours.
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7 Conclusion

In this work, we explored how the use of eye-tracking input can enhance gestural raypointing for
the selection of 3D points, particularly in densely populated environments. We developed new
techniques, GAZE&WALL and GAZE&RACKET, based on the GAZE+PLANE principle, as well as two
additional new techniques, RAY&RACKET and Ray&WAaLL, following the dual-pointing approach. In
a point-and-select task, we initially examined the speed-accuracy trade-offs of the GAZE+PLANE
techniques themselves. Subsequently, we compared the best-performing techniques with the newly
developed bare-hand raypointing techniques.

With our research, we provide valuable insights into multimodal gaze and hand-based techniques,
exploring temporal, spatial and task-related aspects. This is because 1) GAZE&WALL, in comparison
to all other methods, leads to a reduction in errors and a significant decrease in the required time,
providing itself as a powerful technique, and 2) wall-based techniques inherently result in reduced
physical movement of the head and hand movements.

Our research is relevant for spatial interaction, specifically focusing on advanced techniques
for complex 3D tasks. We provide insights and approaches that can enhance the effectiveness and
efficiency of interactions in three-dimensional environments. Furthermore, our findings contribute
to the broader field of human-computer interaction by highlighting the need to harness the unique
capabilities of both eyes and hands. We thereby aim to reduce user effort and enhance efficiency,
ultimately facilitating more natural and immersive interactions in complex 3D environments, which
can prove highly beneficial in areas such as 3D modelling, and simulations.
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